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Abstract

The evolution of robotics technology continues to facilitate exploration and scien-
tific study in remote environments, enabling research in areas that were previously
impossible to reach. Robots operating in space and marine environments encounter
similar operational challenges, as both face high operational costs, bandwidth-limited
conditions, and natural, unstructured environments where dynamic obstacles might
be present. Within the oceanographic domain, conventional deep-sea sampling oper-
ations involve remotely operated vehicles (ROVs) equipped with robotic manipulator
arms to complete dexterous tasks at depth. While effective, deep-sea ROV oper-
ations require specialized instrumentation, highly trained shipboard personnel, and
large oceanographic vessels, which make deep-sea samples inaccessible to most.

This thesis presents the SHared Autonomy for Remote Collaboration (SHARC)
framework, and evaluates its utility within an oceanographic context. By leveraging
shared autonomy, SHARC enables shore-side operators to collaboratively carry out
underwater sampling and manipulation tasks, regardless of their prior manipulator
operations experience. With SHARC, operators can conduct manipulation tasks using
natural language and hand gestures through a virtual reality (VR) interface. The
interface provides remote operators with a contextual 3D scene understanding that
is updated according to bandwidth availability.

Evaluation of the SHARC framework through controlled lab experiments indicates
that SHARC’s VR interface enables novice operators to complete manipulation tasks
in framerate-limited conditions (i.e., <0.5 frames per second) faster than expert pi-
lots using the conventional topside controller. For both novice and expert users, the
VR interface also increased the task completion rate and improved sampling preci-
sion. During sea trials, SHARC enabled collection of an underwater in-situ X-ray
fluorescence (XRF) measurement at more than 1000 meters water depth in the East-
ern Pacific with centimeter-level precision by remote scientists with no prior piloting
experience. This demonstration provides compelling evidence of SHARC’s utility
for conducting delicate operations in unstructured environments across bandwidth-
limited communications, which holds relevance for improving operations in other
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sensitive domains where dexterity is required. SHARC’s ability to relax infrastruc-
ture requirements and engage novice shore-side users provides a promising avenue for
democratizing access to deep-sea research.

Thesis Supervisor: Richard Camilli
Title: Associate Scientist of Applied Ocean Physics and Engineering, WHOI

Thesis Supervisor: Brian Williams
Title: Professor of Aeronautics and Astronautics, MIT
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Chapter 1

Introduction

1.1 Motivation for Robotic Intervention in Remote

Environments

The human drive to explore and comprehend the world around us has been an endur-

ing trait since prehistoric times, with early explorers searching to discover untouched

lands, uninhabited islands, and untapped resources. Today, the frontier of explo-

ration has shifted to the remote and hazardous environments of deep space and the

abyssal sea floor. Despite the exorbitant cost, we have developed methods to facilitate

exploration in these remote environments through the use of specialized equipment

such as space suits and human-occupied submersibles. However, there is a growing

trend towards using robots as proxies for human exploration in these environments

[Wong et al., 2018]. On Earth, robots have played a crucial role in the study of

chemosynthetic microbes near hydrothermal vents, which fundamentally challenged

the prior scientific belief that all life on Earth derived from photosynthesis [Corliss

et al., 1979; Ballard and Hively, 2017]. In space, robots have enabled the discovery

of oceans beneath ice caps on other ocean worlds [Lunine, 2017], traces of past rivers,

streams, and lakes on Mars [Witze et al., 2022], and methane lakes on Titan [Stofan

et al., 2007]. Using robotic vehicles to continue to push the limits of exploration has

proven to be transformative, enabling us to access and study environments that were
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previously impossible to reach.

Robotic exploration vehicles can broadly be classified into two classes: obser-

vation vehicles and intervention vehicles. Both classes of vehicles are used to col-

lect environmental data and measurements, but intervention vehicles are additionally

equipped with robotic manipulator arms capable of completing dexterous tasks. This

additional dexterity permits them to achieve a greater degree of physical interactions

with the environment, which necessitates care during operations to minimize environ-

mental disturbance. Meanwhile, preliminary, high-coverage data collection is often

conducted by observation vehicles. For example, fly-by satellites are used to pho-

tograph the surface of the moon [Kopal, 1966] and autonomous underwater vehicles

(AUVs) are used for benthic-scale seafloor mapping on Earth [Williams et al., 2010].

However, intervention vehicles are required for precise in-situ sampling that cannot

be completed without direct contact with the surface. In space, the Mars Rover

Perserverence uses robotic manipulator arms to collect in-situ samples with instru-

mentation such as the Planetary Instrument for X-ray Lithochemistry (PIXL) probe,

which employs a contact switch to hold the sensor at a precise offset from the Martian

surface [Allwood et al., 2015]. On Earth, robotic manipulators on human-occupied

vehicles (HOVs), remotely operated vehicles (ROVs), and hybrid remotely operated

vehicles (HROVs) are utilized to sample plumes [Reddy et al., 2012], collect geologic

samples [Paull et al., 2001], and retrieve biological specimens from the seafloor [Bünz

et al., 2020]. The development of intervention-capable AUVs (I-AUVs) shows promise

in increasing the capabilities of underwater robotic manipulators [Ribas et al., 2011],

but further testing in unstructured environments is required before I-AUVs can be

deployed for regular operational use. As these examples illustrate, advancements in

robotics technology have improved the capabilities of exploration and greatly reduced

the barriers to accessing remote environments.

Answering scientific questions about Earth or other planetary bodies often require

highly interdisciplinary teams comprised of multiple researchers, each with their own

individual research goals. Due to the significant expense and labor required for field

data collection, robotic deployments frequently strive to address a wide variety of
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scientific objectives, which requires the coordination of various operations on a short

timeline. For instance, ocean observing systems composed of a multitude of coor-

dinated observation assets such as deep-sea buoys, ROVs, autonomous gliders, ship-

borne sensors, and remote sensing technologies require close coordination to achieve

their scientific goals [Vrolijk et al., 2021; Isern and Clark, 2003]. In order to facilitate

this coordination, prior work has leveraged satellite-based internet access to support

collaborative frameworks [Gancet et al., 2015] and remote telepresence technologies

[Martinez and Keener-Chavis, 2006], which enable participants to engage with each

other in the simultaneous development of scientific understanding and operational

plans. The development of these technologies must prioritize intuitive and user-

friendly design to enable scientists to remain fully engaged in their research without

undue distraction caused by the technology’s complexity. By understanding how hu-

mans interact with robots, designers can optimize human-robot interfaces to be more

intuitive and efficient for people to operate. Human factors research has helped to

facilitate trust on human-robot teams [Khalid et al., 2016], increase their operational

capabilities [Hopko et al., 2022], and reduce the learning curve of operations [Goza

et al., 2004].

The evolution of exploration robotics technology continues to be propelled by sci-

entific needs and research objectives. While space and ocean robots encounter similar

operational challenges, there exists a pressing need to improve robotics technology

specifically for oceanographic research. The ocean plays a crucial role in circulat-

ing heat, water, carbon, and nitrogen, which are all essential for terrestrial life and

drive global weather patterns that have direct implications for human society. We

also rely on the oceans as a rich source of natural resources, including oil and gas re-

serves, minerals, and renewable energy sources such as wind and wave power. Beyond

its physical properties, the ocean also contains the largest ecosystem on the planet,

yet it’s one of the least explored and understood regions on Earth [Ramirez-Llodra

et al., 2010]. Thus, making advancements in ocean exploration technology is essential

for increasing our understanding of the intricate interplay between Earth’s natural

processes and human activities.
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1.2 Limitations of Conventional Underwater Robotic

Manipulation Operations

Currently, dexterous sampling tasks at depth are performed by ROVs equipped with

robotic manipulator arms. ROV pilots directly teleoperate these manipulators with a

topside controller in a shipborne control room containing numerous video and teleme-

try data displays [Hegde et al., 2015], as illustrated in Figure 1-1. However, teleoper-

ation has several limitations that compromise the effectiveness and efficiency of the

tasks being performed. First, it places significant cognitive load on the operator, who

must reason over both the high-level and low-level objectives simultaneously. For

instance, operators must select an optimal sample site based on available data, while

constructing a 3D scene understanding from 2D camera feeds and determining arm

motions required to achieve the necessary end-effector pose for sampling. Second,

operators typically exercise one joint angle at a time in a “joint-by-joint” teleoper-

ation mode when using conventional control interfaces [Pilarski et al., 2012], which

restricts dexterity, limits efficiency, and can be error-prone when operating over a

time-delayed, bandwidth-constrained channel [Thobbi et al., 2011]. Thus, conven-

tional ROV operations require a high-bandwidth, low-latency tether, which restricts

the ROV’s maneuverability, limits its vertical and lateral range, and increases the in-

frastructure requirements [Bowen et al., 2013]. Despite these limitations, direct tele-

operation is still the standard approach for benthic sampling with ROVs [Jamieson

et al., 2013].

Unfortunately, access to ROVs for sampling remains prohibitively expensive for

many researchers since their operation requires a surface support vessel (SSV) with

a highly trained operations crew, and SSV space constraints limit the number of on-

board participants. Expanding shore-based access for remote scientists to observe and

control robotic sampling processes can increase the number of scientists engaged in the

deployment while reducing barriers to participation (e.g., physical ability, experience,

or geographic location). However, the conventional direct-teleoperation approach is

infeasible for remote operators due to the considerable bandwidth limitations and la-

18



Figure 1-1: Photo of an ROV pilot operating an ROV manipulator arm from an
onboard control room with the conventional topside controller. Conventionally, pilots
complete dexterous sampling tasks using this controller with support from numerous
telemetry and video feeds. (Image credit: Matthew Walter)
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tency inherent in satellite communications, and thus some degree of ROV autonomy

is required [Bowen et al., 2008]. By offering a collaborative approach that blends

human expertise with machine capabilities, shared autonomy has the potential to

improve the efficiency and effectiveness of operations by bridging the gap between

direct teleoperation and full autonomy as the research progresses.

1.3 Challenges of Remote Operations

Communication with robots in ocean and space environments presents significant

challenges and is often intermittent, high in latency, and extremely limited in band-

width, which in turn requires robots to be capable of operating with minimal human

supervision to be effective. For certain tasks, such as under-ice surveying [Crees et al.,

2010] or cave mapping [Mallios et al., 2016], the robot must be capable of operating

beyond the range of physical tethers. In these scenarios, full autonomy is required

when the vehicle is submerged since communication is typically only possible when

the vehicle is at the surface or near a support vessel. Even at the surface, the vehicle’s

bandwidth for satellite communications is typically limited to a modest 10 Kbps with

latencies on the order of seconds. In contrast, the bandwidth available to the Mars

Exploration Rover (MER) vehicles was over 10 times higher, but had significantly

higher latency with up to 40 minute round-trip communication times [Bellingham

and Rajan, 2007]. In either of these low-bandwidth, high-latency situations, control-

ling the robots with a high-frequency teleoperated control approach is infeasible, and

thus greater onboard autonomy is required.

1.4 Autonomy in Remote Environments

Fully autonomous observation vehicles have been deployed in both marine and space

environments. In 1999, NASA’s observation vehicle Deep Space 1 (DS1) demonstrated

fully autonomous onboard decision-making capable of diagnosing and recovering from

failures, and autonomous navigation processes which used images of stars to trian-
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gulate its position during flight [Muscettola et al., 1998; Bhaskaran et al., 1996]. In

marine environments, using fully autonomous vehicles for data collection is routine.

For example, AUVs are used for seafloor surveys [Wynn et al., 2014], autonomous

robotic profiling floats are used to collect measurements of the water column [Chai

et al., 2020], and autonomous underwater gliders (AUGs) are used to study variations

in the structure of the water column [Ratsimandresy et al., 2014].

The degree of autonomy that can be achieved in mobile exploration robots is highly

dependent on the robustness of their perception systems, as these robots must reliably

sense and interpret their environment to adapt to changes. In contrast to robots that

operate in structured environments, such as manufacturing robots on a factory floor,

exploration robots must operate in unknown environments with dynamic obstacles

and disturbances. For instance, AUVs need to be capable of detecting rocks and

changes in seafloor topography to avoid collisions [Houts et al., 2012]. Improvements

in robotic perception can pave the way towards more complex autonomous processes,

and consequently increase the capability of the robot. Ongoing work focuses on field-

ing robots capable of dynamic replanning based on environmental observations, from

both a safety perspective and to maximize the probability of collecting scientifically

useful data [Ayton, 2022].

There is a significant time and cost investment required for the specialized hard-

ware, engineering effort, and operations support associated with deploying a robotic

vehicle in space or in the ocean, and thus there is a substantial focus on robust

practices when it comes to developing new autonomy processes. For interplanetary

exploration vehicles, the software used during operations has deliberately been kept

simple to minimize the probability of unexpected failures. In space, vehicles are typ-

ically controlled with predefined commands that are executed onboard with limited

contextual awareness. While robust, this control method is inefficient and requires

substantial human input to ensure the robot’s safety. In the case of the MER vehicles,

over 200 engineers were needed to support the vehicles 24/7 [Bellingham and Rajan,

2007]. Similarly, for ocean exploration, autonomous processes are also deliberately

kept simple. AUVs are routinely directed to move to a specific waypoint or traverse
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along predefined patterns [Miguelanez et al., 2010], and robotic profiling floats only

control their depth while freely drifting with ocean currents for lateral movement

[Chai et al., 2020].

While fully autonomous exploration vehicles have been deployed for observation

missions, virtually none of these vehicles are capable of intervention. Although meth-

ods for autonomous underwater manipulation are advancing [Ribas et al., 2011],

contextual awareness in unstructured environments remains insufficient for fully au-

tonomous systems to operate reliably [Simetti, 2020]. Prior works have demonstrated

fully autonomous manipulation processes, but these methods are often tested in con-

trolled test tank environments where water clarity and dynamic obstacles are not

an issue [Cieslak et al., 2015] or are used to manipulate objects with a known ge-

ometry [Palomeras et al., 2014; Prats et al., 2012]. In 2019, the first-known fully

autonomous collection of a sample with a robotic manipulator arm in a natural un-

derwater environment was conducted by Billings et al. [2022b], which still required

pilot assistance for navigating the vehicle to the sample site beforehand. In space, the

2020 Perseverance Mars rover’s robotic manipulator can be position-controlled, but

still requires human inputs from mission control on Earth for sample site selection

and data analysis [Moeller et al., 2021].

1.5 Related Work on Human-Robot Collaboration

Interfaces

Due to the risks associated with onboard deliberation processes, the adoption of fully

autonomous systems by the operations and science communities has proceeded slowly

[Bellingham and Rajan, 2007]. Until fully autonomous systems acquire sufficient

heritage, uncertainties about their performance in novel situations present an undue

risk to operations. Instead, an increasingly popular approach is to adopt mixed-

initiative methods, which enable humans to aid the robot in its decision-making while

delegating low-level computation and control tasks to the robot [Jiang and Arkin,
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2015]. These systems provide a robust way for the operations and science communities

to test recent developments in autonomy research while maintaining oversight before

these methods have fully matured [Goodrich et al., 2001]. For instance, the Mixed-

Initiative Activity Plan GENerator (MAPGEN) [Bresina et al., 2005] was employed

for planning science and engineering activities for the MER vehicles. This system

enabled scientists on Earth to plan science activities by specifying constraints on

observations instead of focusing on low-level control of the hardware. Early tests

with this system showed that using mixed-initiative techniques led to a 20% increase

in the quantity of science data without compromising on the quality, which increased

confidence in deploying the system [Bellingham and Rajan, 2007].

In the terrestrial domain, recent work has explored learning-based approaches

to infer human intent in order to increase an autonomous system’s robustness to

bandwidth limitations during remote teleoperation [Tanwani and Calinon, 2017]. For

underwater manipulation operations, the DexROV project implemented a supervi-

sory control system that could autonomously avoid joint limits and obstacles in the

workspace, which enables remote users to control the ROV by sending end-effector

motions via satellite communications [Birk et al., 2018]. While low dexterity tasks are

now possible using autonomous underwater intervention systems in unstructured nat-

ural environments, improved modes for human-robot collaboration still hold promise

for expanding operational capabilities [You and Hauser, 2012; Roncone et al., 2017]

and increasing trust in human-robot systems [Billings et al., 2012]. User studies

comparing novel VR interfaces to industry standard control methods found that VR

reduced task completion times while also reducing the cognitive load for operators

[Singh et al., 2013; Wonsick and Padir, 2020]. Even when the ROV control method is

left unchanged, a recent study demonstrates that a 3D VR interface increases pilots’

sense-of-presence over a conventional 2D visual interface and reduces task completion

time by more than 50% [Elor et al., 2021].

Similar to how interface improvements can reduce an operator’s cognitive load

and task completion times, incorporating natural input modalities can further reduce

cognitive demand. Due to their intuitive nature, using natural language (NL) and
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gestures for succinct high-level, goal-directed control enables users to operate complex

systems with little prior training. By decoupling human operator dexterity from

manipulator control, NL also has the potential to increase task efficiency [Tellex

et al., 2020], which is particularly beneficial in domains such as remote underwater

manipulation which involve low-bandwidth, high-latency communication.

1.6 Thesis Contributions

The work described in this thesis aims to improve the capabilities of exploration

robots in remote environments with the SHared Autonomy for Remote Collaboration

(SHARC) framework, which leverages shared autonomy to distribute tasks between

the robot and human operators based on their respective strengths. This frame-

work enables real-time collaboration between multiple remote operators, who can

issue goal-directed commands through free-form speech and hand gestures, and cou-

ples these natural input modalities with an intuitive 3D workspace representation.

This thesis focuses on evaluating SHARC’s merits within an oceanographic context,

and demonstrates its ability to enable shore-side scientists to contribute to deep-sea

sampling operations without prior robotic manipulator operations experience.

The primary contributions of this thesis are summarized as follows:

1. Presentation of the SHARC framework

2. Demonstration of real-time in-situ analysis with delicate instrumentation by
shore-side operators during field operations with SHARC

3. Evaluation of SHARC’s impact on increasing robustness to bandwidth limita-
tions, reducing the operations learning curve, and improving task precision and
efficiency
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1.7 Thesis Organization

• Chapter 1 provides an overview of the motivation for and ongoing challenges
associated with remote exploration

• Chapter 2 details the proposed shared autonomy framework and discusses design
considerations and methodology

• Chapter 3 discusses challenges associated with scientific sampling with in-situ
instrumentation and provides field results from SHARC-based operations

• Chapter 4 provides results from an in-depth user study with SHARC and dis-
cusses their significance for democratizing access to deep-sea research

• Chapter 5 concludes the thesis and provides recommendations for future work
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Chapter 2

Proposed Shared Autonomy

Framework

2.1 Introduction

The SHared Autonomy for Remote Collaboration (SHARC) framework facilitates col-

laboration between shore-side users and shipboard personnel. This framework adopts

a distributed approach to allocate tasks between robots and teams of human oper-

ators based on their respective strengths, and promotes task parallelization among

multiple simultaneous users to increase operational efficiency. By offloading low-level

control and perception to the robot, SHARC enables users to focus on high-level sam-

pling tasks and semantic understanding of the environment. This “shared autonomy”

approach reduces the cognitive load on operators while lowering the probability of

error in low-bandwidth conditions, which in turn enables shore-side users to actively

participate in shipboard operations using consumer-grade hardware and a basic In-

ternet connection regardless of their prior experience. SHARC’s reduced bandwidth

requirement also facilitates real-time remote collaboration among shore-side users and

enables it to scale to multiple simultaneous operations with additional operators and

instrumentation.

SHARC users can participate as observers or as members of the operations team,

which is subdivided into a technical and science team. Observers receive data streams
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and the 3D scene reconstruction through one of SHARC’s interfaces, but are not

authorized to issue manipulation commands. This mode of participation is designed

to enable educators and other interested individuals among the general public to

observe data through an interactive interface in real-time without requiring additional

bandwidth on the ship’s satellite link. The technical team is responsible for operations

support, which involves overseeing safety, managing communications, and delegating

control authority. The science team operates payload instruments, generates task-

level plans for sampling, and has one designated “science operator” who is authorized

to control the manipulator.

The SHARC framework consists of four primary components: the ROS autonomy

framework, the ship server, the shore server, and the shore-side user interface, as

illustrated in Figure 2-1. The ROS autonomy framework handles the low-level ma-

nipulator control and machine perception processes, and accepts high-level commands

as input. This framework runs on the ship server, which also enables onboard crew

to control which data streams are transmitted to the shore server. The shore server

distributes this data to the shore-side user interfaces, and handles authentication to

ensure that only commands from the designated “science operator” are forwarded to

the ship.

2.2 Shared Perception

Robots and humans each possess unique strengths when it comes to perception. Ex-

isting computer vision methods are capable of robustly estimating poses using visual

fiducial tags [Kalaitzakis et al., 2021], and generating 3D scene reconstructions based

on environmental features [Billings et al., 2022a]. Robots equipped with embedded

sensors are able to locate their own joint positions within a fraction of a degree, and

can plan and execute trajectories to maneuver around detected obstacles much faster

than humans under certain circumstances.

Despite extensive efforts to program robots to be capable of handling increas-

ingly complex situations, the uncertainty inherent to exploration makes it difficult
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Figure 2-1: Illustration of key components within the SHARC Framework. Vehicle
data (e.g., camera feeds, manipulator joint position feedback) is sent via satellite
communications from the ship to shore-side server which handles the distribution of
data to remote users.
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Figure 2-2: SHARC relies on shared perception between humans and robots to max-
imize capabilities and robustness during operations. Tool detection, vehicle model
updates, and 3D scene reconstructions are handled by the automated system, and
human input is used for interpreting video feeds and selecting sampling sites.

to robustly detect and adapt to all potential failures that may arise from unforeseen

circumstances [Soares et al., 2018]. In the underwater domain, robots may encounter

turbid conditions caused by transient currents that cause optical tracking systems to

stop working, or featureless regions that result in sparse 3D reconstructions and poor

localization. In these situations, humans can intervene and provide guidance when

existing machine perception methods are inadequate. Since robust perception in un-

structured environments remains challenging for robots [Simetti, 2020], the SHARC

framework relies on shared perception to leverage humans’ and robots’ respective

strengths (Figure 2-2). SHARC leverages machine perception to provide information

such as tool location and type, construct a 3D scene reconstruction based on detected

features, and display a model of its current configuration with respect to this scene

reconstruction. Meanwhile, humans can provide a better semantic interpretation of

the data and can select good sampling sites to achieve their scientific objectives.

Operations typically rely on human reasoning to interpret data in real-time and

adapt sampling plans based on recent observations. In certain cases, automated
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processes can also contribute to at-sea data analysis, particularly for pre-processing

data [Rees et al., 2019], extracting data from datasets too large to sort through

manually [Smith et al., 2022; McGillivary and Zykov, 2016], or supporting decision-

making onboard autonomous vehicles [Laun, 2022]. Using automated processes to

guide adaptive science can also be helpful since they can potentially find correlations

between data or identify new sampling sites that may not have been obvious to

humans [Vrolijk et al., 2021].

2.3 Shared Autonomy

Manipulator operations with the conventional topside controller require a reliable

connection between the vehicle and the controller with sufficient bandwidth to support

both the controller inputs (∼100+ Hz) and multiple real-time video streams (∼15-20

Hz) that visualize the workspace from multiple angles [Sivčev et al., 2018], which

are not attainable with satellite communications. To enable manipulator control by

shore-side operators, SHARC utilizes an autonomy framework to perform low-level

trajectory planning and manipulator control. For our implementation, we used a ROS

autonomy framework [Billings et al., 2022b] built on MoveIt [Chitta et al., 2012], and

used AprilTags [Wang and Olson, 2016] for tracking the tool poses.

This framework also enables control of the arm via high-level objectives, which

significantly reduces the bandwidth required for operations. With the automated

tool detections, manipulator joint feedback, and known vehicle model, the vehicle

can autonomously move the end-effector or place a tool at a specified pose without

additional input from the user. In a quasi-static environment (i.e., obstacles can be

considered stationary relative to manipulator dynamics), this pose request only re-

quires one “frame” of data to inform the user about the vehicle and environment’s

current state. In contrast, the conventional teleoperation approach can require up-

wards of 300 frames to complete a 30-second task with a 10 FPS update rate, which

requires substantially more bandwidth to support. SHARC also automates routine

tasks, such as tool pick-up and return. With a shared autonomy approach, these
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tasks can be safely completed with three frames of data - one to capture the current

workspace state, a second to confirm the tool has been grasped or returned, and a

third to confirm the arm has been moved clear of the tool basket after the pick-up or

return is complete.

2.4 Distributed Network Architecture

With SHARC, a distributed network architecture is used to optimize bandwidth and

data prioritization (developed by Andrea F. Daniele [Phung et al., 2022]). For our

implementation, the robot sends recorded data over a high-bandwidth fiber-optic ca-

ble to the ship’s server, which runs on a ROS-enabled shipboard computer. This

computer runs additional ROS nodes to interface with the ROS autonomy framework

and process the sensor streams into a continually updated 3D scene representation.

To reduce the bandwidth needed on the ship-to-shore satellite connection, we convert

ROS messages to Concise Binary Object Representation (CBOR) messages to reduce

their size before transmitting them with the high-performance messaging library Ze-

roMQ [Hintjens, 2013]. The ship server sends data (i.e., planned trajectories, joint

angle feedback, camera feeds, the 3D scene reconstruction, and tool detections) to

the shore server through the satellite link, which then forwards this information to

the remote on-shore users. To control the amount of data sent over this link, limits

on data framerates and sensor streams can be set from the ship server.

Although these processes for data prioritization and robot autonomy are handled

onboard the ship in our implementation, these processes could be run directly on-

board the vehicle in a future iteration. An onboard process for data distribution

and autonomy would eliminate the need for the high-bandwidth tethered commu-

nications, which in turn would enable the robot to communicate with a shore-side

server directly.

The shore server authenticates remote users using pre-shared credentials to distin-

guish between members of the operations team and observers. The shore server also

authenticates requests to ensure that only the current “science operator” can submit
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manipulator commands that are forwarded to the ship server. Members of the op-

erations team can issue verbal high-level commands (e.g., “pick up the push core,”

“move the arm forwards”). When parsing natural language commands, SHARC con-

siders the current estimated environmental state to distinguish tools based on their

relative positions (e.g., left or right) or tool type (e.g., push core or XRF). This shore

server can also access resources that are difficult to access over the ship’s satellite

internet connection, such as large datasets or machine learning models. In our imple-

mentation, the shore server uses cloud-based speech and natural language processing

services for processing the verbal commands issued by operators.

2.5 User Interfaces

SHARC’s virtual reality (VR) and desktop interfaces display a model of the manip-

ulator’s current pose with a 3D stereo reconstruction of the scene and 2D camera

feeds in the background. Through interfaces, users can collaboratively identify target

sample sites based on real-time data and defer low-level control of the manipulator

to the automated system. Figure 2-3 illustrates the interfaces used during our field

demonstration.

SHARC’s user interfaces are created with Unity (Unity Technologies; San Fran-

cisco, CA) for nontechnical end-users. Features of these interfaces are listed in Table

2.1. The desktop interface supports cross-platform operation, which was tested on

Linux, Mac, and Windows machines. The VR interface only supported Windows and

was developed and tested with an Oculus Quest 2 (Meta; Menlo Park, CA). No soft-

ware development environment is needed for clients to use either of these interfaces.

Informed by our preliminary experiences with SHARC’s VR interface during field

operations, we sought to improve the interface’s usability among novice users. With

the original VR interface, the inability for users to see their physical surroundings dur-

ing operations caused them to frequently run into objects around them. By adding

passthrough augmented reality (AR), users were able to maintain awareness of their

physical surroundings while using the interface. Users also found it difficult to memo-
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(a) (b)

(c)

Figure 2-3: The SHARC-VR (a,b) and SHARC-desktop (c) interfaces enabled remote
scientists to collect XRF and push core samples during sea trials in September 2021.
The desktop interface screenshot includes annotations highlighting SHARC’s key fea-
tures, which are also present in the VR interface.

34



Feature Desktop VR (Field Demo) VR (User study)
3D workspace reconstruction ✓ ✓ ✓
Reachable workspace visualization ✓ ✓ ✓
Tool detection ✓ ✓ ✓
Automated tool pickup ✓ ✓ ✓
Live video feeds ✓ ✓ ✓
Manipulator position feedback ✓ ✓ ✓
Robot trajectory visualizer ✓ ✓ ✓
Inbound data monitor ✓ ✓
Speech interface ✓
Hand tracking ✓
Gesture-based controls ✓
AR/passthrough mode ✓
Automated tool return ✓

Table 2.1: List of features developed for each version of the SHARC interfaces. Expe-
riences with the VR interface during field operations informed improvements to the
interface to increase usability among novice users.

rize all of the keybindings for the controller-based inputs, which in turn prompted us

to replace the controllers with hand tracking and gesture recognition as an extension

of the natural language interface. We also automated the tool return process in the

revised interface after observing that users found it difficult to return the tools during

operations. This revised interface (Figure 2-4) with passthrough AR, gesture-based

inputs, and an automated tool return process was utilized during user testing.

2.6 Discussion

SHARC’s fundamental strategy for task allocation entails delegating responsibilities

between the robot and operator based on their complementary strengths. Human

operators are responsible for high-level scene understanding, goal selection (e.g., iden-

tifying sample locations), and task-level planning, which are challenging for existing

perception and decision-making algorithms. These tasks are particularly difficult to

automate in the unstructured environments typical of underwater science. Mean-

while, SHARC relegates the inverse kinematics, motion planning, low-level control,

and obstacle avoidance processes to the robot, which helps to improve task efficiency
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Figure 2-4: Mixed-reality view illustrating the revised SHARC-VR interface after field
operations. In the participant’s view during user testing, the blue background was
replaced with a real-time view of the participant’s physical environment to minimize
their risk of bumping into walls/furniture.
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[You and Hauser, 2012]. By rendering the robot’s intended actions in context of its

current 3D scene understanding prior to execution, SHARC’s behavior is more pre-

dictable than contemporary interfaces such as the topside controller. With this task

allocation approach, operators no longer need to simultaneously interpret the robot’s

various high-frequency sensor streams while solving the low-level manipulator kine-

matics necessary to move the end-effector. Instead, these tasks are offloaded to the

robot, which is designed to reduce operators’ cognitive load during operation.

Decreasing the cognitive load on operators also reduces the amount of training

required for effective manipulator operations. The conventional topside controller

interface typically used by pilots requires a substantial learning investment and is

configured specifically for each manipulator arm model. Operators typically control

manipulators in a joint-by-joint fashion, which requires them to constantly deter-

mine the joint angles necessary to achieve a desired end-effector pose. Acquiring

proficiency in manipulator teleoperation is challenging because the high cost of in-

frastructure for underwater manipulation limits the time available for training on real

hardware, and few training simulators that provide an effective alternative exist. To

establish the situational awareness necessary to plan and control the manipulator,

conventional teleoperation also requires operators to mentally construct a 3D scene

from a variety of 2D camera feeds, which is particularly challenging when such feeds

are low-resolution or framerate-limited. Environmental factors such as inadequate

lighting, turbid conditions, and obstacles can impede visibility and obstruct areas of

the workspace, which can increase the difficulty of the 3D scene reconstruction task.

This cognitive load imparted on operators is exacerbated in domains like underwater

intervention where inadvertent collisions with the environment and vehicle can be

catastrophic.

SHARC expands upon DexROV’s supervisory control concept by facilitating real-

time collaboration between multiple remote operators. In a manner similar to the

approach taken by Zhao et al. [2019], which integrated elevation, LiDAR, and a

photorealistic pointcloud generated by structure-from-motion (SfM) to produce an

immersive VR view, SHARC provides a continually updated 3D scene representation
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and real-time video feeds in either a desktop or VR interface. The SHARC desktop

interface bears similarity to the web interface in [Gemmell et al., 2011], which enables

users to visualize distributed coastal oceanography model and in-situ data across an

internet connection. However, the SHARC interfaces improve upon these approaches

by merging them to display data in a unified format and enable high-level control by

remote users across an internet connection. Each user can also independently view

the data from a unique perspective, which in turn increases the team’s collective situ-

ational awareness. By facilitating participation among multiple simultaneous remote

users, SHARC can increase the robustness of operations and enable collaborative

decision-making.

Inspired by the ways in which scientists communicate with ROV pilots, SHARC

enables users to use natural language speech and gestures to convey high-level objec-

tives to the robot. The inherent flexibility and intuitive nature of language enables

users to succinctly issue complex commands that would otherwise be time-consuming

and difficult to execute with conventional controllers. Within a matter of seconds,

users can specify a task for the automated system that would take several minutes

to complete with the conventional controller. In addition to reducing the cognitive

load required of the operator, the intuitive nature of natural language and gestures

minimizes the training required for operation and makes SHARC accessible to a di-

verse population of users. Future support for additional languages can enable users

to communicate with the interface in their native language, which would further

improve SHARC’s accessibility to users and decrease cognitive load. These natural

input modalities also have the benefit of remaining functional under intermittent,

low-bandwidth, and high-latency communication [Tellex et al., 2020], which helps

SHARC enable participation from remote users.
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Chapter 3

In-Situ Analysis with Field-Portable

Instrumentation

3.1 Scientific Motivation & Challenges

In order to gain insights into the natural phenomena present in remote environments,

scientists often rely on a variety of analytical instruments to study environmental

variables such as temperature, pH, and elemental composition [Le Bris et al., 2001;

Takahashi et al., 2020; Monk et al., 2021; Allwood et al., 2020; Tarcea et al., 2008].

While some of these analyses are conventionally conducted in laboratory settings, the

development of field-portable methods for in-situ analysis has brought about signifi-

cant advantages. The ability to monitor the data in real-time enables the results to

guide decision-making in the field, which facilitates adaptive science that can enhance

sample quality [Curtin et al., 1993]. In-situ measurement methods also generally in-

cur a lower cost per sample, as the need for sample handling, transportation, and

documentation is reduced [Camilli et al., 2004]. This, in turn, enables the collection

of more samples, providing greater flexibility and coverage. Additionally, in-situ mea-

surement methods avoid the potential compromise in scientific value of samples that

may result due to changes in material state between collection and analysis [Camilli

et al., 2004; Bertolini et al., 2021]. Maximizing the capabilities of field-portable in-

strumentation is especially important in planetary science, where preserving physical

39



samples for later lab-based analysis on Earth is challenging due to the limited pay-

load space onboard vehicles, high cost of operation associated with flight systems,

and strict planetary protection considerations [Muirhead et al., 2020; Bertolini et al.,

2021; Craven et al., 2021].

Despite the benefits of in-situ operation, several challenges exist that must be

addressed. One such challenge is that these instruments are often delicate and re-

quire a high level of dexterity to operate, which presents a significant obstacle for

real-world use in remote environments where human dexterity cannot be relied on.

Additionally, since these instruments can require precise positioning or direct contact

with the environment [Le Bris et al., 2001; Takahashi et al., 2020; Allwood et al.,

2020], extreme care must be taken during operations to prevent damage to the sensor

or the environment.

3.2 Case Study: X-Ray Fluorescence

X-ray fluorescence (XRF), laser-induced breakdown spectroscopy (LIBS) [Takahashi

et al., 2020], and Raman spectroscopy [Tarcea et al., 2008] are popular chemical anal-

ysis techniques among scientists since they are non-destructive methods that require

little sample preparation. Among these, XRF works particularly well for detecting

heavy metals, even if only trace amounts are present. Due to this, XRF has been

widely used for applications ranging from monitoring lead levels in drinking water

[Hołyńska et al., 1996], identifying annual boundaries in sediment cores for paleocli-

mate research [Alexandrin et al., 2018], identifying historical glazed paint techniques

in archaeology [Hložek et al., 2017], and confirming meteoritic origins of ancient ar-

tifacts [Comelli et al., 2016]. For planetary science, astrobiologists are interested in

studying the chemical composition of rocks on Europa and other planetary bodies

since they may contain biosignatures or other clues of potential extant life [Figueredo

et al., 2003; Hand et al., 2009; Kraft et al., 2018]. Thus, most Mars landers since

1976 have been equipped with an XRF instrument to make in-situ measurements of

the chemistry of rocks and soils [Allwood et al., 2015].
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Automating the XRF measurement process is challenging since the probe requires

a precise distance between the sample and the instrument to accurately account for

the distortion caused by the differential attenuation from the medium in which the

measurement is taken in. In the case of the Planetary Instrument for X-ray Litho-

chemistry (PIXL) probe onboard the Mars rover Perseverance, the probe is coarsely

positioned over the target site with a 6 degree-of-freedom (DoF) arm, and a physical

contact switch is used to ensure a precise offset between the probe and the sample

[Allwood et al., 2015]; however, this approach may be incompatible with compliant

surfaces commonly found in marine environments, such as microbial mats and fine

sediments. Taking in-situ XRF measurements underwater is especially challenging

since the high attenuation rate of the X-rays in water requires the sensor to be in

direct contact with the measurement surface. As illustrated by Figure 3-1, the at-

tenuation distance for the XRF is on the order of millimeters, and thus even a slight

offset between the tip of the probe and the surface can result in an indeterminate mea-

surement. The high attenuation rate also increases the integration time required for

each measurement in order to obtain an acceptable signal-to-noise ratio, and thus a

rastering-based approach similar to one of PIXL’s operational modes [Allwood et al.,

2015] would be impractical in underwater settings.

Conventionally, XRF analysis on marine sediment samples is conducted ex-situ

on samples that are extracted by HOVs, ROVs, or gravity cores, and brought to labs

onshore for analysis Smith et al. [1994]; Wien et al. [2005]. In terrestrial applications,

the development of field-portable XRF analyzers enabled time and cost-efficient on-

site analysis of environmental samples [Shefsky, 1997; Kalnicky and Singhvi, 2001]. In

oceanography, the use of field-portable XRF analyzers for shipboard measurements

on extracted cores brought about similar benefits, and provided timely results to

guide on-site decision making [Stallard et al., 1995; Hahn et al., 2020]; however, since

the samples are analyzed onboard the ship rather than in their original environment,

these methods are still considered to be ex-situ. Prior experimental methods for

underwater in-situ XRF measurements include lowering an XRF probe off the stern

of a ship [Wogman and Nielson, 1980] and mounting an XRF on an AUV [Breen
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Figure 3-1: 1/𝑒 attenuation lengths in water, by wavelength based on data from the
National Institute of Standards and Technology (NIST) [Hubbell and Seltzer, 1995],
The Center for X-ray Optics (CXRO) [Henke et al., 1993], and D. J. Segelstein’s
Masters’ thesis [1981]. Attenuation lengths for wavelengths corresponding to the keV
range for our XRF probe (2-50 keV) are highlighted. Visible light wavelength range
is highlighted for reference. Figure adapted from Skoglund Lindberg [2010]
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et al., 2012], which limit the precision over sample site selection to kilometers and

meters, respectively. Similar to Perserverence’s XRF measurement approach with

PIXL [Allwood et al., 2015], we employ a high-DoF robotic manipulator to operate

an underwater XRF probe. This approach enabled us to achieve centimeter-level

precision using the probe during a field demonstration, which is discussed in the next

section (Section 3.3).

3.3 Results: Field deployment in San Pedro Basin,

CA

In September 2021, a team of remote operators distributed across the continental US

(Chicago, Boston, and Woods Hole) conducted a dive operation in the San Pedro

Basin of the Eastern Pacific Ocean with the SHARC-equipped Nereid Under Ice

(NUI) vehicle [Bowen et al., 2014]. This shore-side team used SHARC’s VR and

desktop interfaces to collaboratively collect a physical push core sample and record

in-situ XRF measurements of seafloor microbial mats and sediments at water depths

exceeding 1000 m, as illustrated in Figure 3-2.

The in-situ XRF sensor used during this demonstration is similar in design to the

PIXL instrument [Allwood et al., 2015], and was developed for automated analysis

of deep ocean sediments with robotic vehicles [Camilli, 2019]. This instrument is

capable of detecting emission spectra from 2 to 50 keV at ∼150 eV resolution, which

corresponds to a detection range for elements with atomic weights ranging from Na

through Zr. Laboratory-based underwater testing demonstrates that the instrument

is capable of observing elements in the 2-50 keV spectral range, with minimum limits

of detection in the ppm range using integration times on the order of minutes. Direct

contact between the tip of this instrument and the sample is required, as even a slight

offset of a couple millimeters can result in an unsuccessful measurement due to the

extreme attenuation rate of X-rays in water (Figure 3-1). With this high attenuation

rate and relative uncertainty in distance from the instrument’s X-ray window to the
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Figure 3-2: Using SHARC, we conducted in-situ XRF analysis in San Pedro basin at
1000 m water depth. This snapshot a representative video frame that is broadcasted
to shore-side users with SHARC during measurement.
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target, absolute estimates of elemental concentration were not possible in-situ.

During our field demonstration, we used a 10 minute integration time for each

sample with the X-ray source operating at 15 kV and 15 𝜇A. With SHARC, the sci-

ence team maintained the XRF in direct contact with the seafloor with centimeter-

level positioning precision during sample acquisition, thereby reducing environmental

disturbance to the work site, minimizing the attenuation and distortion of the mea-

surement, and improving upon the meter-level precision of prior underwater in-situ

XRF measurement methods.

Figure 3-3 illustrates the in-situ XRF measurement process using SHARC. Al-

though the remote science team was located more than 4,000 km away from the ship

and relied on a low-bandwidth connection, SHARC enabled the team to sample vi-

sually distinct areas of the seafloor within and around a microbial mat. Real-time

feedback from SHARC enabled active tuning of the XRF X-ray source and sensor inte-

gration parameters to maximize the signal-to-noise ratio while the sample was being

collected. The XRF spectra (Figure 3-4) revealed elevated concentrations of iron

within the microbial mats, which suggested the presence of chemolithoautotrophs,

(e.g., T. ferrooxidans) [Stal, 1994]. In order to independently determine the presence

of these microbes, the remote science team then collected a physical push core sample

from the same microbial mat with SHARC.

3.4 Discussion

During our field trials, SHARC enabled us to achieve the first-known in-situ measure-

ment with an X-ray Fluorescence (XRF) sensor and push core sample collected by a

team of shore-side scientists [Phung et al., 2022], which provides compelling evidence

of SHARC’s utility for conducting delicate operations in unstructured environments

across bandwidth-limited communications. The implications of this technology could

extend to other sensitive domains where dexterity is required, such as nuclear de-

commissioning [Pohl et al., 2020], deep space operations [Babarahmati et al., 2021],

unexploded ordnance and disposed military munition remediation [F. Morrison et al.,
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Figure 3-3: Illustration of the sampling process with SHARC. Remote scientists
(green) using SHARC-VR (headset icon) and SHARC-desktop (monitor icon) col-
laborated with the onboard crew (blue) to take an XRF measurement and push core
sample of a microbial mat within the San Pedro Basin.

Figure 3-4: XRF spectra measured in real-time indicated elevated iron concentrations
in the microbial sample (red) above ambient (blue). A 10 minute integration time for
each sample was used with the X-ray source operating at 15 kV and 15 𝜇A.
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2002], and search and rescue missions [Settimi et al., 2014]. Each of these applications

pose their own unique set of challenges, and may impose bandwidth constraints on

communications due to radiation, distance, or lack of communications infrastructure

in the operational region. Despite the operational challenges, the consequences of

failed manipulation tasks in these critical areas can have catastrophic effects on hu-

man health and safety, and thus robustness is paramount. In Chapter 4, we present

compelling data that demonstrates SHARC’s ability to significantly reduce the proba-

bility of failure in low-bandwidth conditions, which can be instrumental for improving

operational robustness in these high-stakes applications.

SHARC’s reduced bandwidth requirement also facilitates real-time remote collab-

oration among shore-side users and enables it to scale to multiple simultaneous op-

erations with additional operators and instrumentation. For instance, in our demon-

stration, one scientist operated the in-situ XRF instrument and analyzed its data in

real-time while another scientist simultaneously planned manipulator trajectories to

potential push core sites. Although our demonstration focused on these two sampling

methods, the ability to parallelize sampling tasks and data analysis can increase op-

erational efficiency and tempo of sampling operations with other instrumentation as

well. Parallelization also decreases the cognitive load on operators since tasks are

distributed among several different people. This improves upon conventional ROV

operations, which typically involve one pilot operating the arm for their entire shift.

SHARC’s ability to involve remote users during operations also allows for more

flexible team configurations, which can improve operations in a variety of ways. In

our field trials, the ability to involve remote users became particularly important

during the COVID-19 pandemic when space onboard research vessels was especially

restricted. Using SHARC, our entire team was able to contribute during sampling

operations in the field, even though some team members were remotely located thou-

sands of kilometers away on shore. SHARC’s ability to distribute tasks to a wide

variety of shore-side operators also enables specialists to contribute their domain-

specific knowledge to ship-based operations without needing to be physically present,

which can be particularly useful for operating specialized sampling equipment or re-
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ceiving advice from scientists with subject-matter expertise. Shore-side operators can

also access resources that would be difficult or infeasible to access over the ship’s satel-

lite internet connection. During our field demonstration, our shore-side team used

cloud-based natural language processing services, which would have been expensive

and time-consuming to use onboard the ship.

On Earth, the ability to remotely operate exploration vehicles in unstructured en-

vironments brings us closer to better understanding the frontiers of our planet. One

of the Earth’s last frontiers lies underneath large ice sheets, which remain challenging

to study with today’s technology. The conventional approach to under-ice research

involves drilling boreholes to collect water samples and deploy sensors under the ice

[Johnsen et al., 2001; Paterson, 1983]. More capable under-ice exploration vehicle

designs consist of AUVs [Kunz et al., 2008] and AUGs [Duguid and Camilli, 2021]

for observation and HROVs [Bowen et al., 2014] for intervention, both of which re-

quire high degrees of autonomy to cope with the communications challenges inherent

to under-ice study. In planetary science, the ability to operate vehicles remotely is

especially important as it is often impractical, if not impossible, to send people to

conduct research on other planetary bodies. For example, factors such as space radia-

tion, hostile environments, and distance from Earth pose hazards to astronaut health,

which make human deep-space exploration missions unattainable with existing tech-

nology [Szocik and Braddock, 2019]. Instead, robots such as deep-space satellites are

often used as proxies for humans in space exploration, and require higher degrees of

autonomy since communication back to Earth is often unreliable [Turan et al., 2022].

For robots operating on planetary bodies closer to Earth, such as the Mars rover

Perseverance, a human-in-the-loop control approach with automated subroutines is

often used [Ebadi et al., 2022].

When operating in bandwidth-constrained environments, robots must possess

greater autonomous capabilities, but iterative testing of autonomous processes for

exploration robots is challenging due to the substantial cost of such operations. Con-

sequently, operations involving exploration robots must balance the scientific merit

of its actions with their probability of failure, and thus “correct-by-construction” ap-
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proaches for autonomy are often used to ensure a high degree of operational robustness

[Ceballos et al., 2011]. Technological developments in the field of planetary science

heavily rely on testing in Earth-analog environments [Schuster et al., 2020], and in

controlled testing environments for earlier-stage research [Muñoz et al., 2023]. In

the case of autonomous underwater manipulation, some recent works have achieved

full autonomy in controlled test environments, but remain limited to operations in

structured environments with good water clarity (as discussed in Chapter 1 Section

1.4). The level of spatial precision required for operating delicate instrumentation is

currently only achievable with human piloted robotic manipulators. Robust robotic

perception and control remains challenging, but holds the promise of automating

delicate, high precision in-situ measurement processes without the need for low-level

human control and incumbent high-bandwidth connection. Full automation of in-situ

sampling processes with underwater manipulators would enable us to someday use

delicate instruments like the XRF to study oceans on Europa, Enceladus, and other

planetary bodies with a similar level of spatial precision as the PIXL system onboard

the Mars rover Perseverance [Allwood et al., 2020]. But until fully autonomous meth-

ods acquire sufficient robustness for such operations, using SHARC and other shared

autonomy approaches can help to bridge the gap between direct teleoperation and

full autonomy.
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Chapter 4

Democratizing access to the deep-sea

4.1 Introduction

Deep-sea exploration is expensive, often requiring specialized instrumentation, highly

trained personnel, and large oceanographic vessels, and as a result only a tiny frac-

tion of the seafloor and the water column has been mapped and studied [Ramirez-

Llodra et al., 2010; Teague et al., 2018; Thorsnes et al., 2020]. Although access to

the deep sea remains a challenge, we rely on the oceans for regulating the Earth’s

climate, water cycle, and carbon dioxide levels, and for renewable (e.g., wind and

thermal energy [Ishaq and Dincer, 2020]) and non-renewable resources (e.g., oil and

gas [Bentley, 2002]). There is also growing interest in harvesting minerals from the

seafloor [Teague et al., 2018], but our understanding of the sustainability and po-

tential impacts of deep-sea mining on marine ecosystems and these global processes

remain limited [Van Dover, 2011; Miller et al., 2018]. While the total marine biomass

significantly outweighs that of terrestrial organisms [Bar-On et al., 2018], our un-

derstanding of marine life lags considerably behind our understanding of terrestrial

organisms [Mora et al., 2011]. The growing pressures for resource extraction make the

need for understanding human impacts on marine environments even more pressing.

Despite the global, interconnected nature of these processes, exploration and study

have been concentrated in only a few regions. Images of the deep-sea [Katija et al.,

2022] and measurements of basic parameters such as salinity, temperature, and depth
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(CTD) provide a substantial amount of information towards understanding environ-

mental conditions, but the means of collecting this data are not available to many

researchers around the world [Commission et al., 2020; Bell et al., 2022]. Physical

seafloor samples with complementary in-situ measurements also play a key role in

oceanographic research [Huguen et al., 2009], but similarly, there exist large dispar-

ities in access to deep submergence assets such as ROVs, AUVs, benthic landers,

drifters, towsleds, and HOVs between different regions of the world. Since these tech-

nologies are more accessible to scientists in industrialized nations, there are significant

knowledge gaps that result from the biased distribution of regions which are studied.

The lack of affordable, efficient, and equitable approaches to study the deep-sea limits

our understanding of global ocean processes [Bell et al., 2022].

In response to these challenges, there are ongoing efforts to prioritize collaborative

research methods which promote inclusion, accessibility, and equity within the field

of oceanography [Bell et al., 2022; Meyer-Gutbrod et al., 2023]. These efforts take on

various forms, such as conducting collaborative design study on technological needs

for deep-sea exploration [Bell et al., 2022], creating databases to make large amounts

of oceanographic data widely available [Katija et al., 2022; Isern and Clark, 2003],

and utilizing AI tools to help process large datasets or camera imagery [Ditria et al.,

2022]. Furthermore, publicly accessible video streams enable people to observe deep-

sea research in real-time [Raineault, 2019].

In recent years, there has been a growing interest in developing low-cost methods

for studying the ocean as a means of increasing accessibility to oceanographic research.

For shallow-water study, open-sourced camera and sensor systems for monitoring have

been developed using low-cost, commercially available components [Butler and Pag-

niello, 2022]. In deeper regions, developments in towed underwater camera systems

[Trobbiani et al., 2018], deep-sea camera systems [Dominguez-Carrió et al., 2021], and

miniaturized cameras for landers [Giddens et al., 2021] increase portability and ease of

operations while decreasing costs. While these methods suffice for observation, they

are limited in their ability to retrieve physical samples or take measurements with

sensors that require precise positioning or dexterity to operate. Relatively lower-cost
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methods of seafloor sampling include trawls and grabs, but these methods are more

intrusive and less precise than sampling with more sophisticated technology such as

ROVs and HOVs [Dominguez-Carrió et al., 2021]. There is a need for sampling tools

that can generate new deep-sea scientific data at a reasonable cost to make exploration

more accessible [Montagna et al., 2017].

Prior work with telepresence has improved the accessibility of shipboard opera-

tions by making data and video available to shore-side users in real-time and sup-

porting discussion among onshore and offshore collaborators [Martinez and Keener-

Chavis, 2006]. Increasing the capabilities of shore-side collaborators beyond data

monitoring and discussion holds potential for further improving accessibility to deep-

sea research. As discussed in Chapter 3, the SHARC framework enabled remote scien-

tists without prior manipulator operations experience to successfully collect seafloor

samples and in-situ measurements, which demonstrates a step towards more active

involvement by shore-side users during shipboard operations. For a more comprehen-

sive evaluation of SHARC against the conventional topside controller interface pilots

use for seafloor sampling beyond this field demonstration, we conducted a user study,

which is discussed in detail in this chapter.

4.2 Experimental Validation: User Study

We conducted a user study to quantitatively compare users’ performance with SHARC

against a conventional topside control interface for underwater manipulators. This

study recorded participants’ performance on key performance benchmarks (i.e. pre-

cision, accuracy, task completion rate, and time) while completing representative

manipulation tasks with each of the interfaces. The objectives of this study are sum-

marized as follows:

• Compare participants’ precision, accuracy, task completion rate, and time with

each interface

• Evaluate the effect of prior manipulator operations experience on performance

with each interface
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• Evaluate comparative performance between the interfaces in low-bandwidth

conditions

• Examine the learning curve for each interface for both novice and expert users

4.2.1 Participants

This study involved four different test groups, consisting of trained ROV pilots and

novices using the topside controller and SHARC-VR interfaces. Some participants

used both the VR and topside controller interfaces while others used only one de-

pending on their availability. All participants were employees at the Woods Hole

Oceanographic Institution (WHOI) who were recruited over email and selected on a

first-come first-serve basis. Table 4.1 provides the number of participants within each

group.

Test group # of participants
ROV pilots using the topside controller 5
ROV pilots using SHARC-VR 6
ROV pilots TOTAL 6
Novices using the topside controller 9
Novices using SHARC-VR 8
Novices TOTAL 17

Table 4.1: Number of participants in each of the four user study test groups, which
consisted of ROV pilots and novices using the topside controller and SHARC-VR
interfaces. Some participants tested both interfaces, and thus are in two different test
groups.

4.2.2 Experimental Setup & Testing Procedure

Participants from these tests groups completed representative manipulation tasks in

timed trials using the SHARC-VR (Figure 2-4) and conventional topside controller

(Figure 4-1) interfaces. During the study, participants operated a laboratory-based

(in-air) testbed (Figure 4-2) with the same manipulator model deployed on the HROV

Nereid Under Ice (NUI) vehicle [Bowen et al., 2014] in the field demonstrations de-

scribed in Section 3.3. The testbed consists of a seven degree-of-freedom hydraulic
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Figure 4-1: Photo of the conventional topside controller used to control the hydraulic
manipulator arm during user testing

manipulator (Kraft TeleRobotics; Overland Park, KS) with a sandbox placed ap-

proximately within the reachable workspace of the arm when it is mounted onboard

the NUI vehicle. The setup includes cameras and a tool basket containing a push

core with their positions consistent with their placement onboard NUI. As a proxy

for an underwater imaging system (e.g., stereo camera [Ishibashi, 2009], laser scanner

[Palomer et al., 2018], or imaging sonar [Guerneve and Petillot, 2015]), an Xbox One

Kinect (Microsoft; Redmond, WA) was used to generate the 3D workspace recon-

struction during user studies with the in-air testbed. This sensor was installed in

a location relative to the manipulator that closely approximates the position of the

stereo cameras located onboard the NUI vehicle.

The manipulator testbed was located in an area separate from the participants

in order to maximize safety, as illustrated in Figure 4-3. When learning how to use

the topside controller, participants stood in the “training area” outside of the arm’s

workspace, but maintained a direct line-of-sight to the physical arm. During testing,

participants operated the arm from a separate room using either the SHARC-VR

or topside controller interfaces while an evaluator monitored the physical arm from

the training area. When testing the SHARC-VR interface, the evaluator was able to
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Figure 4-2: The in-air testbed used for user study consists of a hydraulic manipulator
equipped with a basket for tools and samples, and can be configured to simulate
a sample retrieval task (a) or a push-core sampling task (b). (c) The manipulator,
camera, tool basket, and workspace position on the testbed (colored) closely resemble
those on the physical vehicle (displayed in monochrome, for reference)
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Figure 4-3: Illustration of the testing layout for the comparative user study. Partici-
pants gained familiarity with the conventional topside controller in the “training area”
with direct line-of-sight to the physical arm (a), but operated the controller and the
SHARC-VR interface in a separate room during testing (b).

observe the participant’s headset view and the automated system’s planned arm tra-

jectories. The evaluator stopped the trial if the participant crashed the manipulator,

caused an irrecoverable state (e.g. dropped a tool outside workspace), or exceeded 10

minutes in their attempt to complete the task.

Participants from the novice user group completed a 15 minute tutorial before

completing timed trials with the SHARC-VR interface, and completed a 6 minute

tutorial followed by 25 minutes of practice before testing with the topside controller

interface. Pilots tested on the SHARC-VR interface were given the same SHARC-VR

tutorial, while pilots tested on the topside controller were given a 10-minute “warm-

up” period instead of a tutorial.

Participants completed two tasks with each of the interfaces, which involved (1)

retrieving a wooden block from a sandbox and placing it in a basket, which is me-

chanically similar to collecting a rock sample in a natural, unstructured environment,

and (2) pressing a push core through a paper target “bullseye,” which is analogous
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to taking a push core sample in a heterogeneous microbial mat. These tasks are

representative of a lower and higher precision task, respectively.

To simulate the effects of communication bandwidth constraints on different orders

of magnitude, participants repeated these tasks with a variety of different visual

update rates of the workspace environment (referred to as frames-per-second or FPS).

The block pick-up task was tested at 10, 1.5, 0.5, 0.2, and 0.1 FPS. The push core

task was tested at 10, 0.5, and 0.1 FPS. To measure sampling precision and accuracy,

the distance between the center of the punch in the sheet of paper and the center of

the printed “bullseye” was recorded.

4.2.3 Results

Based on the outcome, each timed trial was labeled as “complete” (i.e. the par-

ticipant successfully collected the sample), “failed” (i.e. the participant caused an

unrecoverable state, such as dropping the block or tool out of reach), “timed out” (i.e.

the participant took too long to complete the task), or “crashed” (i.e. the evaluator

stopped the arm to prevent collision damage). The frequency of these outcomes for

each test group is illustrated in Figure 4-4a. The Task Completion Rates at each

FPS, defined as

𝑅fps =
# of “complete” trials

# of trials

are presented in Figure 4-4b.

As shown in Figure 4-4, SHARC significantly increased Task Completion Rates

among pilots and novices (Figure 4-4a) across nearly all camera framerates (Figure 4-

4b). This increase is most pronounced at low framerates; at 0.1 FPS, the completion

rate among pilots and novices were, respectively, 57% and 278% higher with SHARC

than with the conventional topside controller. On average, pilots exhibited a higher

completion rate than novices with both interfaces.

Figures 4-5a and 4-5b display the recorded Task Completion Times 𝑇𝑖,FPS for each

block-pickup and push core trial 𝑖 across framerates. Figure 4-5c shows the Expected

Task Times E [𝑇FPS] across framerates, which is computed as the average recorded
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(a)

(b)

Figure 4-4: (a) Frequency of trial outcomes per test group. (b) Task Completion Rate
(𝑅FPS) among test groups, expressed across framerates. Across most framerates, both
pilots and novices had a higher Task Completion Rate with SHARC-VR than with
the topside controller.
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Task Completion Time 𝑇FPS divided by the Task Completion Rate 𝑅FPS as follows:

𝑇FPS =
1

𝑛FPS

𝑛FPS∑︁
𝑖=1

𝑇𝑖,FPS

E [𝑇FPS] =
𝑇FPS

𝑅FPS

Mathematically, this considers each trial as an independent event with a prob-

ability 𝑅FPS of success, which implicitly assumes participants can retry failed tasks

until successful. In Figure 4-5, a power curve is fit to the topside controller data

because participants’ times increased exponentially with decreasing framerates. For

SHARC-VR, a linear trend is fit to the data because the times remained relatively

constant across framerates.

At 10 FPS, novices had a significantly lower expected time with SHARC-VR

than with the topside controller (95% CI), but there was no statistically significant

difference (95% CI) between pilots’ expected time with both interfaces. At 0.5 FPS or

less, the expected time for both pilots and novices was faster with SHARC-VR than

with the topside controller, and this difference increased as the framerate decreased.

At 0.1 FPS, the expected time was 2X faster for pilots with SHARC-VR than with

the topside controller and 7.6X faster for novices. Across all framerates, there is no

statistically significant difference (95% CI) between the expected time for pilots and

novices when using SHARC-VR, and the variance in times with SHARC-VR is less

than that of the topside controller for both groups.

To more closely examine the learning rate among pilots and novices during testing,

we compute the Expected Task Time of the block pick-up task for each group based

on trial number instead of framerate (defined as E [𝑇trial]) and observe how it changes

based on the order of the trials. This analysis is presented in Figure 4-6. The

expected time with SHARC-VR appears to be linear and independent of framerate,

with a slope of -9.7 s/trial for pilots and -6.6 s/trial for novices. This is not the

case with the topside controller, whose expected time appears to be dependent on

framerate rather than trial number. The differences between the expected times of
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Figure 4-5: Plots of Task Completion Times 𝑇𝑖,FPS for the block pick-up (a) and
push core (b) tasks as well as the Expected Task Times E [𝑇FPS] (c) across framerate.
A power and linear trend are fitted to the topside controller and SHARC-VR data,
respectively. The 2𝜎 distribution of points at each framerate is shaded in (c). At
decreased framerates, pilots and novices complete both the block pick-up and push
core tasks quicker with SHARC-VR than with the topside controller. This difference
is more pronounced among the Expected Task Times, which factors in the Task Com-
pletion Rate
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Figure 4-6: Expected Task Times E [𝑇trial] for the block pick-up task plotted by trial
number. Initial and final trials are conducted at 10 FPS to control for framerate.
SHARC-VR times exhibit a slight negative correlation with trial number independent
of framerate, while topside controller times appear to be framerate dependent.

the first block pick-up trial E [𝑇1] and the last trial E [𝑇6] are recorded in Table 4.2.

During the initial trial at 10 FPS, novices using SHARC-VR exhibited the fastest

Expected Task Time across all test groups. However, during the final trial at 10 FPS

(∼30 min into testing), pilots using the topside controller were the fastest, which is

unsurprising given their familiarity with the conventional control interface. For both

operator groups, the differences between the first and last trials were smaller when

using SHARC-VR than when using the topside controller.

Initial Time
E [𝑇1]

Final Time
E [𝑇6]

Absolute
Improvement
E [𝑇6] - E [𝑇1]

Relative
Improvement

E[𝑇6]−E[𝑇1]
E[𝑇1]

Pilot topside controller 195 72.7 122.3 63%
Pilot SHARC-VR 183.8 107.4 76.4 42%
Novice topside controller 244.2 129.3 114.9 47%
Novice SHARC-VR 154.7 118.8 35.9 23%

Table 4.2: Absolute and relative improvements in Expected Task Time E [𝑇trial] for
each test group between the initial and final block-pickup trials. The absolute and
relative improvements were smaller with the SHARC-VR interface than with the
topside controller for both pilots and novices.
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Figure 4-7: Map of push core placement locations by test group relative to the target
center. Confidence ellipses (2𝜎) are shown for each group. For both pilots and novices,
push core locations achieved using the SHARC-VR formed a tighter confidence ellipse
than those with the topside controller.

To quantify participants’ accuracy and precision with the two interfaces, the push

core locations are recorded relative to the center of a target. Figure 4-7 visualizes this

data, while Table 4.3 presents the average accuracy and precision for each group.

As shown in Table 4.3, pilots using SHARC-VR were the most accurate across all

groups, and the SHARC-VR interface increased precision for both pilots and novices.

Novices using SHARC-VR had the best precision, but the worst accuracy of all test

groups. On average, using the SHARC-VR interface instead of the topside controller

Accuracy
(cm)

Precision
(cm)

Pilot topside controller 2.3 7.0
Pilot SHARC-VR 1.7 4.9
Novice topside controller 2.5 6.8
Novice SHARC-VR 2.8 3.3

Table 4.3: Ensemble accuracy and precision of push core placement per test group.
On average, users demonstrated greater precision with SHARC-VR than with the
topside controller. Pilots using SHARC-VR exhibited the highest accuracy across all
test groups.
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decreased the variance between participants’ placement position by ∼30% for pilots

and ∼52% for novices. Pilots and novices using the topside controller had comparable

accuracy and precision.

4.3 Discussion

In contrast to conventional interfaces, SHARC enables users to operate with perfor-

mance benchmarks (i.e., precision, accuracy, task time, and task completion rate)

comparable to that of trained pilots regardless of their prior experience, even when

faced with bandwidth limitations. For both pilots and novices, Task Completion

Rates 𝑅fps when using SHARC-VR were generally higher than those obtained using

the topside controller across tested framerates (Figure 4-4). These results suggest

that SHARC increases the probability of successful task completion in operational

settings, thereby minimizing time-consuming failures that can damage the vehicle

platform or sensitive environments. Catastrophic failures that compromise platform

survivability can jeopardize entire science campaigns, and thus SHARC may increase

operations tempo while minimizing risk. At framerates below 10 FPS, pilots and

novices using SHARC-VR had a faster Expected Task Time E [𝑇FPS] than pilots us-

ing the conventional topside controller (Figure 4-5c). Furthermore, as the framerate

decreases, the topside controller’s Expected Task Time increases exponentially from

107 s at 10 FPS to 432 s at 0.1 FPS for pilots, and 151 s to 1115 s for novices. In

operational settings, these observed differences in Expected Task Time would likely

be magnified since additional time would be needed to recover from failures, which

are more likely to occur with the topside controller than with SHARC-VR.

Surprisingly, the Expected Task Times with SHARC-VR exhibits a decreasing

trend as the trials progressed, which appear to be independent of the framerate.

Results indicate an average slope of -9.7 s/trial and -6.6 s/trial for pilot and novice

groups, respectively, when using SHARC-VR to complete the block pick-up task

(Figure 4-6). It would be reasonable to expect the decrease in camera framerates

between trials 1 through 5 to cause the expected task time to increase with each
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subsequent trial, as it does when participants use the topside controller; however, the

observed trend with the SHARC-VR interface suggests otherwise. With SHARC-VR,

the negative slope in time across trials suggests that any speed decrease caused by

operating the manipulator at lower framerates may have been offset by the efficiency

increase due to participant learning as the tests progressed.

As shown in Table 4.2, the differences between the Expected Task Times for the

initial and final block pick-up trials at 10 FPS were greater when using the topside

controller than when using SHARC-VR for both pilots and novices. This implies

that the topside controller has an inherently steeper learning curve than SHARC-VR,

and that operator performance is highly dependent on familiarity with the topside

configuration (e.g., camera views, workspace layout, and controller settings). It is

notable that one pilot failed the first block pick-up trial with the topside controller

but succeeded in the final one, demonstrating that even trained pilots risk failure

when not fully familiar with a conventional controller’s configuration settings.

Both novices and pilots using SHARC-VR exhibited small but consistent speed

improvements with each successive trial regardless of framerate, indicating that the

Expected Task Time is more strongly correlated with learning than with the tested

framerates. In contrast, the Expected Task Times for the topside controller inter-

face increased exponentially as framerate decreased, with this effect dominating any

improvement achieved through learning. Future work could evaluate whether these

trends hold as the framerate decreases by additional orders of magnitude, or across

extended numbers of trials.

In our experiments, VR users averaged ∼133 s to complete a block pick-up at 0.1

FPS, which translates to only 13 frames of data for the entire task. Theoretically,

with a static scene, only three frames of data should be necessary: one to determine

the target position in the workplace, a second to confirm the target has been grasped,

and a third to confirm that the target has been retrieved successfully. Future work

could relax this static scene assumption by implementing a process to identify changes

to the scene and adapt the reconstruction or manipulation plan as necessary.

By reducing the required bandwidth needed for operation by two orders-of-magnitude
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Acoustic Optical Light
Fiber

Conventional
Tether

Bandwidth 30-100
kbit/s

1-10
Mbit/s

Multiple
Gbit/s

Multiple
Gbit/s

FPS 0.03-0.125 1.25-12.5 30+* 30+*

Range several
km <150 m

>20 km
horizontal
or vertical

<1 km
horizontal,

6 km
vertical

Expected Task Time
>Pilot Topside Controller 7:11 1:47-3:16 1:47 1:47
>Pilot SHARC-VR 2:15 2:13-2:20 2:20 2:20
>Novice Topside Controller 18:35 2:31-4:36 2:31 2:31
>Novice SHARC-VR 2:10 2:04-2:47 2:04 2:04

Table 4.4: Estimated frame update rates with various underwater communication
methods, computed based on bandwidth limitations reported by Bowen et al. [2013].
Framerate estimates assume standard-definition (SD) resolution (640 x 480 px) from
2 camera feeds. The listed times (min:sec format) are based on the Expected Task
Time from the nearest recorded framerate illustrated in Figure 4-5c.

(from 10 FPS to 0.1 FPS), SHARC shows the potential to enable tether-less manip-

ulation operations. Figure 4-8 illustrates the framerates tested during the user study

in context of bandwidth limitations imposed by current through-water communica-

tion methods as described in Table 4.4. Existing commercial through-water optical

modems can transmit up to 10 Mb/s [Alexander et al., 2021], which could theoreti-

cally support SHARC-VR at more than 10 FPS. Future optimization may enable the

use of lower bandwidth acoustic modems that can transmit at 5.3 kb/s [Singh et al.,

2009], which would theoretically support an update rate of 0.02 FPS. Supporting this

update rate at this bandwidth necessitates an update packet size of 265 kb or less,

which should be sufficient for robotic manipulation with framerate-limited feedback

[Billings et al., 2022b]. Under these bandwidth constraints, a standard cloud-based

shore server using a gigabit uplink could support more than a million observers, any

of whom can be designated as an operator.

SHARC’s ability to engage remote users can significantly decrease the barriers to

access deep-ocean sampling and research. As the results from this user study indicate,
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Figure 4-8: Visual illustration of the supported framerates for the underwater commu-
nication methods listed in Table 4.4. The maximum framerate with communications
across the conventional tether or light fiber is limited by the camera’s hardware rather
than the communication method.

SHARC’s lower learning curve enables novice users without prior piloting experience

to achieve comparable performance to skilled pilots using the conventional interface

with a 10 FPS update rate, and better performance in low-bandwidth conditions (<10

FPS). Enabling both skilled and novice users to safely operate manipulators in low-

bandwidth conditions brings us closer to a future with tetherless intervention robots

that don’t require support from a surface ship, which would significantly reduce the

operational costs. By making deep-sea science more cost-effective, reducing the train-

ing and experience required for participation, and enabling shore-side participation

by users with only a basic Internet connection and off-the-shelf consumer-grade hard-

ware, SHARC demonstrates significant potential for democratizing access to deep-sea

science.
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Chapter 5

Discussion and Future Work

5.1 Contributions

This thesis presents the SHared Autonomy for Remote Collaboration (SHARC) frame-

work, which aims to improve the capabilities of exploration robots in remote envi-

ronments. As discussed in Chapter 2, SHARC adopts a distributed approach to allo-

cate tasks between robots and human operators based on their respective strengths,

and incorporates natural interfaces such as language and gestures to improve usabil-

ity among novice users. By using shared autonomy and natural interfaces, SHARC

promotes task parallelization and reduces the cognitive load on operators, which in

turn should lead to increases in operational efficiency and robustness, particularly in

bandwidth-limited conditions.

To evaluate SHARC’s functionality in operational settings, the framework was

used during field trials as discussed in Chapter 3. During these trials, SHARC en-

abled a shore-side science team to conduct seafloor elemental analysis and physical

sample collection with centimeter-level spatial precision. This demonstration provides

compelling evidence of SHARC’s utility for conducting delicate operations in unstruc-

tured environments across bandwidth-limited communications, which holds relevance

for improving operations in other sensitive domains where dexterity is required.

In Chapter 4, a controlled user study evaluated SHARC’s performance with re-

gards to performance benchmarks such as precision, accuracy, and task completion
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rates and times. Results demonstrated SHARC’s ability to enable users to achieve

better performance benchmarks when completing representative manipulation tasks

than skilled pilots using the conventional controller, particularly in the presence of

bandwidth limitations. These results indicate that SHARC enables efficient human-

collaborative manipulation in complex, unstructured environments, and can out-

perform conventional teleoperation in certain operational conditions. SHARC’s abil-

ity to support novice shore-side users without requiring additional bandwidth from

the ship or specialized hardware has potential to further democratize access to deep

sea operations.

5.2 Future work

5.2.1 Robust Perception in Turbid Conditions

By utilizing human perception for semantic-level scene understanding while delegat-

ing low-level control and 3D scene reconstruction to the automated system, SHARC

enables users to achieve improved performance benchmarks in comparison to con-

ventional controllers. However, existing methods for 3D scene reconstruction with

optical imagery heavily rely on local feature matching [Beall et al., 2010], which leads

to poor performance in areas lacking discernable landmarks. Turbid conditions, which

may occur naturally or arise due to vehicle and manipulator movement, can also sig-

nificantly hamper SHARC’s capabilities due to its reliance on optical cameras for

perception.

With their longer operational wavelength, acoustic sensors are less affected by

scattering caused by turbid conditions than optical cameras, which enable them to

operate in zero-visibility conditions [Cong et al., 2021]. Attributes of acoustic returns

(e.g., backscatter, intensity), also possess the ability to characterize material proper-

ties which may not be discernable by optical sensors [Cong et al., 2021; Duguid, 2020].

Prior work has fused optical and acoustic data for multimodal mapping [Hurtós et al.,

2010; Ferreira et al., 2016]; however, adopting these methods for use onboard robotic
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manipulators would require algorithmic or computational efficiency improvements

to enable real-time operation. Incorporating acoustic sensing methods to augment

SHARC’s existing optical perception system can vastly improve our intervention ca-

pabilities in remote, unstructured environments, and enable scientists to visualize

material properties previously imperceptible by optical imaging systems.

5.2.2 Improved Control Methods

Additional improvements to SHARC’s control method could optimize tradeoffs be-

tween execution time, power requirements, and accuracy during manipulation. Cur-

rently, SHARC uses a standard PID controller to move each joint along a pre-

computed manipulator trajectory. This controller is prone to acceleration-induced

overshoot, which is currently mitigated by limiting the joint rotation rate. Even with

these limits, our control method only achieved centimeter-level accuracy at best.

Future work could use a model predictive controller [Varga et al., 2019] to enable

faster actuation rates while minimizing this overshoot, and infer accuracy require-

ments based on the user’s actions to scale the planning and execution times accord-

ingly. SHARC’s positioning accuracy could also be improved with the integration of

a visual servoing-based controller, which has achieved millimeter-level accuracy with

similar manipulators [Sivčev et al., 2018]. Augmenting the planner to optimize for

trajectories that minimize power usage would also be valuable for vehicles that carry

power onboard, such as the NUI vehicle used during our field demonstration.

5.2.3 Adapting to Dynamic Obstacles

SHARC’s current plan-then-execute approach implicitly assumes the environment is

quasi-static, which can be problematic if a planned trajectory causes the arm to col-

lide with dynamic obstacles that have moved since planning. Incorporating methods

for local change detection [Rout et al., 2018] would enable SHARC to detect moving

objects in the workspace that could pose a collision risk. Future work could also

incorporate dynamic replanning methods [Zucker et al., 2007; Dai et al., 2021], which
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would route the arm around newly detected obstacles in the workspace. These percep-

tion and planning improvements would enable SHARC to safely operate in dynamic

environments, which would extend its capabilities and while increasing operational

robustness.

5.2.4 Integration on Multi-Manipulator Systems

SHARC is platform independent and can be readily integrated onto other underwater

vehicles equipped with at least one robotic manipulator, a workspace imaging sen-

sor, and a means to communicate with operators. SHARC’s current implementation

supports single-manipulator platforms, but future work could extend the framework

to multi-manipulator systems [Li et al., 2015] distributed across one or more vehicles

with more than one concurrent operator [Sirouspour and Setoodeh, 2005]. Currently,

operations involving multiple vehicles or manipulator arms are completed sequentially,

with only one vehicle or manipulator operating at any given time. These operations

require pilots to maintain situational awareness of all of the assets involved in addi-

tion to their interactions with the natural unstructured environment, which imparts

additional cognitive load on the pilot. In contrast to the sequential operations ap-

proach, coordinated manipulation could enable vehicles to manipulate objects too

large or heavy for one manipulator to handle alone [Xian et al., 2017; Smith et al.,

2012], complete tasks that require higher dexterity or redundant degrees-of-freedom

[Smith et al., 2012], and operate more efficiently by parallelizing tasks. For a single

operator, a dual manipulator setup can potentially reduce cognitive load since human

operators are already accustomed to bimanual control [Smith et al., 2012].

5.3 Conclusion

Current methods for deep-ocean exploration require substantial resources, which

presents multiple barriers to access for those who may lack the resources, time,

or physical ability required for at-sea participation in oceanographic research. The

SHARC framework presented in this thesis enables shore-side users to view real-time
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data, participate in discussions, and control robotic manipulators using only an In-

ternet connection and consumer-grade hardware, regardless of their prior piloting

experience. SHARC’s ability to relax infrastructure requirements and engage with

remote users provides a promising avenue for democratizing access to the deep-sea,

and expanding scientific engagement to the broader audience of shore-side scientists,

students, enthusiasts, and the general public.
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